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The Joint Polar Satellite System (JPSS) is responsible for a series of non-geosynchronous, polar-orbiting, 

environmental satellites. The first satellite in the series, Suomi NPP, launched October 28, 2011. The second 

satellite, JPSS-1, is slated for launch in 2017.  JPSS delivers over thirty sensor and environmental data 

products to the user community. The JPSS Algorithm Integration Team (AIT) brings technical expertise and 

support to product algorithms, specifically in testing and validating science algorithms in the Algorithm 

Development Library (ADL) environment.   

 

What we do: 
•Assist teams with code updates, testing, and deliveries 

•Provide technical support and expertise to teams 

•Serve as ADL experts 

•Provide avenue for effective configuration management 

•Facilitate a structured test and review process for new algorithms 

 

Configuration Management (CM) is a discipline for ensuring the 

integrity of an algorithm and making its evolution more 

manageable.  

 

AIT utilizes a CM environment using IBM ClearCase and 

ClearQuest. CM is vital for implementation, controlled testing, and 

validation of the JPSS algorithms as it provides the following 

services: 

• Maintains a project-wide history of the development process. 

• Provides a project-wide "undo" capability.  

• Automates product builds and making them reliable and efficient.  

• Provides for parallel development by baselining "good" builds 

and providing a defined branching structure for the project.  

 

The figure below shows our CM plan for the JPSS algorithms.  

JPSS data is packaged into granules, covering approximately 86 seconds (about 556 km in track length). 

Multiple granules are processed together to generate and analyze data products over a meaningful time or 

region. STAR AIT has developed a Chain Run script, capable of staging and running multiple granules using 

the Raytheon ADL tool. The script begins with the Raw Data Record (RDR) and produce all Sensor Data 

Record (SDRs), Intermediate Products (IPs), and Environmental Data Records (EDRs) that are in the product 

precedence chain for the desired algorithm. The ultimate benefit of the Chain Run script is the ability to test 

the effects of an algorithm change on data products downstream, thus allowing us to catch and minimize any 

unintended effects of an algorithm change.  

 

Effective Chain Run testing of product precedence and effects of an algorithm change requires the running of a 

significant quantity of test granules through each algorithm. AIT has created a tool to allow us to quickly 

visualize and hence identify granules and algorithms that fail to run during a chain test. The image below 

shows a snapshot of our visualization tool. There is an anticipated reduction in leading and trailing granules as 

certain products require information from neighboring granules to properly process. However, the tool clearly 

shows that Ice Concentration failed to process in certain middle granules. Not only does this help us assess the 

quality of the end product, but it allows us to rapidly target the potential source of our processing issue. 

The Time-efficient ADL Routine Development and Integration Scheduler 

 

Running multiple algorithms in ADL requires sound knowledge of ADL product precedence. To make the 

process more efficient, AIT has developed a scheduler, that can identify and split large jobs to maximize the 

speed with which we can chain test the algorithms. Due to the interdependency of certain EDRs and IPs, 

processing is incrementally staged.  

 

The chart below shows a rough schedule and order in which the products can be run. Products are run left to 

right, and products in the same vertical level can be run simultaneously. The lines are for reference and do not 

represent  the full complexity of product interdependency. The orange line dividing the branches in the third 

step represent the independence of the land branch from the sea/ice branch.  

STAR is taking leadership in the development and enhancement of JPSS algorithms to meet the J-1 requirements. Our 

involvement in the development and review process, in addition to our expertise in integrating the evolving algorithms 

into ADL, will make it possible to plug the new algorithms into the operational system with greater efficiency and 

ease.  

 

As the algorithms are delivered by STAR to be transitioned to operations, AIT stands ready to assist. We have 

developed a variety of in-house software for organizing, managing, and transitioning product algorithms.  

STAR AIT is by nature designed to mitigate risk in transitioning algorithms from research to operations. 

Communication between the AIT, science teams, and DPES is key to risk management. The earlier the AIT becomes 

involved in the transition to operations process, the more effective the mitigation of both short term and long term 

risk. 

The above flow chart shows an abbreviated version of the algorithm change process. The parts high-

lighted in red illustrate where AIT provides assistance to the science team’s development of the product 

algorithms in the offline system. On the left, we will help science teams identify and fix bugs, or 

enhance algorithm performance. We then aid in the submission process to DPES. When the updated 

operational algorithm is delivered, we can assist with merging the developing code with the new 

operational system. 

The above figure illustrates a CM scenario. 

Suppose an algorithm is controlled by four 

elements or source files. Each element starts 

at version 0. As the pieces are individually 

developed and delivered, new versions of 

that element are delivered to our CM 

baseline. ClearCase will keep track of each 

version tree. Additionally, it will allow us to 

use a preferred baseline (the most recent 

version of each file), a previous baseline, or 

create our own baseline, there-by testing 

different versions of a single element 

against a static version of the remainder of 

the code. 
Clearcase will always include the most recent 

version of the operational code (MX Build) 

AIT will incorporate deliveries into the 

AIT branch, giving all teams access to 

delivered codes weeks or months before 

the next official MX build release. 

• Each developer creates a branch 

• Branches are backed up in Clearcase 

• Developers deliver completed code to 

the AIT baseline 

• AIT manages and merges baselines 

from different developers 

 

The above flow chart shows how we use the tools and procedures mentioned in this poster reduce risk and facilitate 

the transition of products from research to operations.  

1. Science teams are able to develop code independently within the ClearCase environment. Working within CM 

ensures that their work is backed up. It also eases the process of delivery and integration. 

2. AIT merges delivered code into the current baseline, bringing software expertise to the algorithm development on 

the NOAA side, and during the development stage. 

3. AIT delivers algorithm packages to Data Products Engineering and Services (DPES). Because AIT is familiar 

with the delivery process and the operational system, we can ensure that delivery packages are functional and 

complete.  

4. While DPES performs a functional test, we use our Chain Run script, testing a full day’s worth of data in parallel. 

Any science team whose product is (or may be) affected by the submitted change will have access to our test 

results and be notified. This reduces risk by allowing us to catch any potential issues before the change goes to 

the Algorithm Engineering Review Board. 

5. Once past testing, and accepted for implementation, AIT uses CM to release a new baseline to all the science 

teams, giving them access to updated algorithms weeks or months in advance of the release of the next 

operational build. This could potentially speed up the validation process. 


