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MOTIVATION

The Environmental Data Records (EDRs) for Suomi NPP are currently undergoing an extensive Calibration and Validation (Cal/Val) campaign. As Cal/Val
proceeds, changes to the science will need to migrate into the operational system. In addition, as new techniques are found to improve, supplement, or replace
existing products, these changes will also require implementation into the operational system. In the past, operationalizing science algorithms and integrating
them Into active systems often required months of work. In order to significantly shorten the time and effort required for this activity, Raytheon has developed
tools, processes, and techniques to enable rapid algorithm integration into the CGS. These include the Algorithm Development Library (ADL), the Binary
Algorithm Adapter (BAA), and the Accelerated Release Cycle (ARC).
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